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1 Overview of the Program

1.1 Master of Science (M.S.) program in Applied Statistics
and Data Science

The Master of Science (M.S.) program in Applied Statistics and Data Science is a one-year
program. The minimum requirement for admission to this program is successfully completing
the B.S. Honours degree in Applied Statistics from ISRT. Unless otherwise stated, the regu-
lations for the admission and examinations will be the same as those of the M.S. courses in
the Faculty of Science.

The program includes courses on advanced topics in statistics and computing with particular
emphasis on applying advanced statistical techniques to real-life situations. The program aims
to produce graduates with high statistics and computing skills so that, after successful com-
pletion, they are equipped to work efficiently and entirely in government and non-government
organizations, research organizations, service departments, and other related fields.

1.2 The University of Dhaka

The University of Dhaka, established in 1921, is one of the leading universities in Bangladesh
for higher education and research. The University assumed a central role in the academic
pursuits of the region, including Bangladesh, and has passed through tumultuous times at
different periods of our national history and played vital, at times, pioneering roles in all
critical junctures in making this nation great. The University of Dhaka started its activities
with 3 Faculties, 12 Departments, 60 teachers, 877 students, and 3 dormitories (Halls of
Residence) for the students. The University currently consists of 13 Faculties, 83 Departments,
12 Institutes, 20 residential halls, 3 hostels and more than 56 Research Centres. The primary
purpose of the University is to create new areas of knowledge and disseminate this knowledge
to society through its students.

1.2.1 Vision of the University

Create a world-class educational ecosystem that enables individuals to act as dynamic human
capital and ethical leaders for a sustainable future.
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1.2.2 Mission of the University

MU1 Transformative Education: Provide transformative education by enabling stu-
dents to embrace lifelong learning and fostering a sustainable knowledge-based
society through the continuous pursuit of scholarship, humanistic values, and tech-
nological innovation.

MU2 Collaborative Research and Innovation: Pursue collaborative research and
innovation, leveraging partnerships to expand the boundaries of knowledge.

MU3 Educational Ecology: Develop an educational ecosystem that fosters excellence,
transparency, inclusivity, and accountability.

MU4 Community Engagement: Engage with stakeholders and communities to build
a just, fair, diverse, and sustainable world.

MU5 Ethical Responsibility: Encourage students to become ethically responsible
global citizens with a positive societal impact.

MU6 National Heritage: Instill a deep sense of national heritage and pride in students,
upholding historical roots and global connectivity.

1.3 The Institute of Statistical Research and Training

1.3.1 Overview of the Institute

The Institute of Statistical Research and Training (ISRT), University of Dhaka, is the leading
institution for training and research in Applied Statistics and Data Science in Bangladesh. It
was founded in 1964 by the Late National Professor Dr. Qazi Motahar Husain, an eminent
scientist, academician, and a leading proponent of the statistical sciences in this country. The
Institute offers a 4-year B.S. Honours program designed to produce graduates with strong
statistical computing skills, sound knowledge of statistical concepts, and the versatility to
apply these concepts in areas as diverse as medicine, engineering, business, economics, and
the social sciences. The 1-year M.S. program consists of specialized courses in areas ranging
from environmental statistics to statistical signal processing, statistical machine learning, and
causal inference. It has been designed for students with a keen interest in higher studies
and research. In addition, the Institute offers Ph.D. and M.Phil. degree programs. Highly
experienced faculty members, most of whom have Ph.D. degrees from reputed universities
across the world, run these programs.

ISRT boasts an academic environment that is highly competitive and conducive to research.
Both students and faculty members benefit from the regular seminars and talks given by re-
searchers from home and abroad on topics of current interest. The Institute has a rich library
with well over 15,000 books. It has three state-of-the-art computer labs, cloud computing fa-
cilities, and high-speed internet access for graduate and undergraduate students. The aim is to
provide a learning environment that stimulates intellectual curiosity, critical thinking, and in-
dependent problem-solving skills. The Journal of Statistical Research (JSR), an international
journal published bi-annually by ISRT since 1970, is a forum for exchanging research ideas
between statisticians in Bangladesh and abroad. Faculty members have research interests
in diverse areas such as biostatistics, machine learning, spatial statistics, statistical pattern
recognition, public health, Bayesian analysis, and econometrics. They regularly disseminate
their research works in peer-reviewed journals and international conferences.
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Among its other activities, the Institute frequently organizes short courses and training pro-
grams for non-statisticians working in government and non-government organizations who
need statistical analysis. In doing so, it has played an active role in promoting and creating
awareness about the need for sound statistical practices among people from other disciplines
so that they may work more efficiently within their organizations. ISRT also maintains close
ties with the Bangladesh Bureau of Statistics (BBS) and other organizations responsible for
collecting and disseminating statistical data in Bangladesh. It is frequently called upon to
offer its expertise on statistical issues of national interest. Over the years, the Institute has
played a significant role in the country’s development by producing world-class statisticians
for academia and industry and providing statistical expertise on issues of national interest. In
addition, the Institute provides statistical consulting services through StatLab primarily for
the students and faculty members of the University of Dhaka, aiming to strengthen research
on campus by assisting graduate students and faculty members of other disciplines.

1.3.2 Vision of the Institute

To take a leading role in producing competent graduates in Applied Statistics and Data
Science, conducting cutting-edge research, and creating industrial partnerships to address
national and global interests and challenges.

1.3.3 Mission of the Institute

To pursue excellence in Applied Statistics and Data Science education and research and to
provide data-driven solutions to industries and stakeholders for the benefit of society.

M1 To provide quality education in Applied Statistics and Data Science by ensuring
an effective learning environment

M2 To perform original and impactful research in Applied Statistics and Data Science
that would enhance knowledge and contribute to the well-being and advancement
of society.

M3 To provide innovative data-driven solutions to the problems and challenges faced
by the industries and other stakeholders.

1.3.4 Program Education Objectives (PEOs)

PEO1 To produce competent graduates with strong knowledge in advanced topics in
Statistics and Data Science in line with the market demand

PEO2 To facilitate high-quality, cutting-edge research in statistical theory and data sci-
ence with applications to relevant fields for the betterment of society.

PEO3 To prepare graduates with competency for performing interdisciplinary and collab-
orative research

PEO4 To serve the statistical and data science needs of government, industry, and other
stakeholders

PEO5 To produce graduates with strong leadership, teamwork, and communication skills.

PEO6 To prepare graduates with ethical and moral values that will help them in their
professional lives.
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Table 1.1: Mapping of the mission of the Institute (MI) with the mission of the University
(MU)

Missions of the University (MUs)

MIs MU1 MU2 MU3 MU4 MU5 MU6

M1 3 2 3 2 2 2

M2 2 3 2 3 2 2

M3 2 3 2 3 2 2

Note: Scale to explain the extent of matching: 3= high, 2= medium, 1=low

Table 1.2: Mapping of the program education objectives (PEOs) with the missions of the
University (MUs)

Missions of the University (MUs)

PEOs MU1 MU2 MU3 MU4 MU5 MU6

PEO1 3 2 3 2 2 1

PEO2 2 3 2 2 2 2

PEO3 2 3 2 2 2 2

PEO4 2 2 2 3 2 1

PEO5 1 2 2 3 2 2

PEO6 2 2 2 2 3 2

Note: Scale to explain the extent of matching: 3= high, 2= medium, 1=low
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Table 1.3: Mapping of the program education objectives (PEOs) with the mission of the
Institute (MI), where the scales are to explain the extent of matching (3=high, 2=medium,
and 1=low)

MIs

PEOs M1 M2 M3

PEO1 3 3 1

PEO2 3 3 1

PEO3 2 3 3

PEO4 2 1 3

PEO5 2 2 1

PEO6 2 2 2

1.3.5 Program Learning Outcomes (PLOs)

After completion of the degree program, students will be able to

PLO1 understand the advanced topics in statistical sciences

PLO2 develop a strong foundation in cutting-edge statistical theory and methods

PLO3 possess skills to formulate advanced statistical models and apply modern data
science tools for analyzing data and making evidence-based policy and planning at
public and private institutions

PLO4 demonstrate high-level computing skills required for statistical research and ana-
lytic solutions for government, industry, and other stakeholders.

PLO5 develop skills to interpret statistical results and communicate findings to researchers
in other disciplines

PLO6 develop sound oral and written communication skills required for taking up lead-
ership roles and confidently working in a team in their professional life

PLO7 develop strong moral and ethical principles and apply them to professional work
for the betterment of society.

The program’s learning outcomes reflect all its domains: the fundamental domain, the social
domain, the thinking domain, and the personal domain.
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Table 1.4: Mapping of the program learning outcomes (PLOs) with the program education
objectives (PEOs)

Program Education Objectives (PEOs)

PLOs PEO1 PEO2 PEO3 PEO4 PEO5 PEO6

PLO1 3 3 3 3 1 1

PLO2 3 1 1 1

PLO3 3 3 2 2

PLO4 3 3 2 2 2 2

PLO5 2 3 2 1 1

PLO6 2 2 3 2 3 2

PLO7 2 2 2 2 3 3

PLO8 2 2 2 2 3 3

Note: Scale to explain the extent of matching: 3= high, 2= medium, 1=low
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2 Curriculum Framework

2.1 Structure of the Program

There are two types of course designs available for the M.S. program in Applied Statistics
and Data Science:

Group A : M.S. degree based on course work and project/internship.

Group B : M.S. degree based on course work and thesis.

Total credit hours are 34 and 37 for Groups A and B, respectively. All students must take 21
credit hours of theoretical courses, of which three credit hours are for the compulsory course
and 18 credit hours are for elective courses. For the elective part, students can choose six
3-credit hours courses from the list of elective courses. The selection of elective courses will
depend on the availability of the teaching faculties of the Institute. In addition, there will be
an oral comprehensive course of 2-credit hours. The remaining credit hours are distributed
to the students of two groups as follows:

A selected number of students will be considered for Group B, who must submit and defend
a thesis (AST551). The M.S. thesis course AST551 will carry six credit hours, of which 40%
will be for the thesis presentation and 60% will be for the thesis report. Group B students
must also take four statistical computing courses (CSE530, AST531, AST532, and AST533),
each with 2-credit hours.

All students are expected to actively participate in seminars (AST545) organized by the
Institute during the academic year.

Table 2.1: Distribution of 1 academic year by different components of the program

Type Duration (in weeks)

Classes 1–26
Preparation of final examination 27–30
Course final examination 31–34
Submission of thesis/project/internship 35–48
Result publication 49–52

One credit for the M.S. program in Applied Statistics and Data Science is defined differently
for theoretical and computing courses. For theoretical courses, one credit corresponds to 15
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class hours, and each class is 50 minutes. For computing courses, one credit corresponds to
15 class hours of 50 minutes each for lab work and 15 hours for practice. For the non-credit
seminar course (AST545), there will be a total of 15 seminars, which corresponds to the
equivalent of a 2-credit course.

2.2 Assessment System

2.2.1 Evaluation

A student’s performance in a given course will be evaluated by in-course examinations (or
assignments or continuous evaluation) in the class/final examinations. Thirty percent of the
theoretical and forty percent of the computing courses will be allotted for in-course examina-
tion.

The marks allocation for theoretical and computing courses will be as follows:

Table 2.2: Marks (%) allocation for theoretical and computing courses

Theoretical

Attendance : 05
In-course exam : 25
Final exam : 70

Computing

Attendance/assignment : 10
In-course exam : 30
Final exam : 60

Performance of the non-credit seminar course will be considered as either satisfactory or

non-satisfactory based on the participation of the weekly seminars (satisfactory if student attend at

least 70% of total seminars) organized by the institute in a given academic year.

There will be two in-course examinations for each theoretical and computing course. Students
in the in-course may be evaluated by giving short questions as the course teacher decides. Each
in-course assessment will be one hour long for a theory course, and the average marks from
two exams will be considered the final mark. However, the duration of the in-course is 1.5
hours for a computing course, and the sum of two marks will be taken as the final mark.

The theoretical course final examinations will be 4 hours for 4-credit courses and 3 hours for
3-credit-hour courses. The final examinations of computing courses will be 4 hours long.

Table 2.3: Marks distribution for attendance

Attendance (%) Marks (%)

90 and above 5
85 to 89 4
80 to 84 3
75 to 79 2
60 to 74 1
< 60 0
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2.2.2 Grading and Grade Point

Grades and grade points will be awarded on the basis of marks obtained in the written, oral,
and practical examinations according to the following scheme:

Table 2.4: Percentage score, letter grade, and grade points

Marks Obtained (%) Grade Grade Point

80–100 A+ 4.00
75–79 A 3.75
70–74 A− 3.50
65–69 B+ 3.25
60–64 B 3.00
55–59 B− 2.75
50–54 C+ 2.50
45–49 C 2.25
40–44 D 2.00
< 40 F 0.00

I Incomplete
W Withdrawn

Only “D” or higher grades will be counted as credits a student earns. Grade point average
(GPA) will be calculated as the weighted average of the grade points obtained by a student
in all the courses completed in a year. GPA will be calculated according to the following
formula:

GPA =

∑
(grade points obtained in a course × total credit for that course)

total credits taken at a given year

2.2.3 Minimum Requirements for the Award of the M.S. Degree

1. Minimum required credits must be earned in the maximum one-year period.

2. Must have a GPA of at least 2.5.

3. A student obtaining a “F” grade in any course will not be awarded the M.S. degree.
Students with “F” grades in only ONE course shall be allowed to retake either within
three months of publication of the results after paying special fees set by the university
or with the subsequent batches. However, a student with a “F” grade in MORE THAN
ONE course must take readmission in the following year.

Policies About the Examination System

1. In-course Examination

(a) No make-up test will be arranged for students who fail to appear in in-course
test/tests. Absence in any in-course test will be counted as zero for calculating
the average in the in-course test for that course. However, a student can apply to
the Director if recommended by the respective course teacher. The Director will
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only place the application before the academic committee if the particular student
has met with an accident, her/his parents have expired, or s/he has undergone a
surgical procedure, or any other such situation that the Academic Committee feels
can be considered. The make-up test must be held during the course period.

(b) Course teachers must announce results within 4 weeks of holding the examination.

(c) Marks for in-course assessment must be submitted by the course teacher to the
Chairman of the Examination Committee and the Controller of Examinations be-
fore the final examination.

(d) Questions for in-course examinations may preferably be a multiple choice (MCQ)
type. Students may also be evaluated by giving short questions as decided by the
course teacher.

2. Final Examination

(a) The year final examinations will be conducted centrally by the Controller of Ex-
aminations as per existing rules.

(b) Students having 75% or more attendance on average (collegiate) are eligible to
appear in the final examination.

(c) Students with 60-74% attendance are considered non-collegiate and will be eligible
to sit for the final examination on payment of the fine set by the university.

(d) Students having attendance less than 60% will not be allowed to sit for the final
examination but may seek readmission in the program.

(e) At the beginning of each academic session, an examination committee is to be con-
stituted for that session by the academic committee of the institute. The Chairman
of the Examination Committee will act as a course co-cordinator for that session.
The examination committee will have a Chairman, two internal members, and an
external member.

(f) For theoretical course final examinations, there will be two examiners: the course
teacher will be the first examiner, and the second examiner will be from within
the department or from any other department of Dhaka University relevant to the
subject.

(g) Third Examination: Under a double-examiner system and in case of a difference of
more than 20% of marks, there will be a 3rd examiner. Marks of the nearest two
examiners (theory and thesis) will be averaged out as final marks.

3. Time Limits for Completion of Master’s Degree

A student must complete the courses of her/his studies for an M.S. degree in a maximum
period of 2 (two) academic years.

4. Improvement

(a) If a student obtains a grade of ‘C+’ or lower in a course, s/he will be allowed
to repeat the term-final examination only once with the following batch for grade
improvement. But s/he will not be eligible to get a grade better than ‘B+’ in such
a course. A student failing to improve her/his grade in a course can retain the
earlier grade.
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(b) A student obtaining an ‘F’ grade in one or more courses (theory and practical) will
not be awarded the degree. However, a student obtaining an ‘F’ grade in a course
may be allowed to retake that course only once with the next batch of students to
be awarded a degree. A student obtaining ‘F’ grades in more than one course will
not be allowed to repeat any course.

5. Readmission

(a) A student failing to complete the M.S. course in a year may seek readmission with
the next available batch of students provided s/he applies within one month of
publication of the result of the concerned year.

(b) A readmitted student will be allowed to retain her/his in-course/class assess-
ment/tutorial marks earned in the previous year.

(c) A readmitted student may be allowed to take up thesis work as decided by the
institute’s Academic Committee.

(d) The transcripts of successful readmitted students will bear the letter “R” after
GPA with a footnote explaining “R” means Readmission.

6. Other General Regulations

For any matter not covered in the above guidelines, existing rules for the Integrated
Honours Course of Dhaka University will be applicable.
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2.3 List of Courses for Groups A and B

Distribution of courses, credits, marks, and detailed syllabus are as follows:

Table 2.5: Course structure for Groups A and B

Group

Courses Credit A B

Compulsory Courses
Theoretical Courses 3 X X
Statistical Computing Courses 8 X X
M.S. Project or Internship 3 X –
M.S. Thesis 6 – X
Oral 2 X X
Seminar Non-credit X X

Elective Courses
Theoretical Courses 18 X X

Total 34 37

Table 2.6: List of Compulsory Courses for Groups A and B

Group

Course ID Course Title Credit A B

AST501 Bayesian Statistics 3 X X
CSE530 Python for Data Science 2 X X
AST531 Statistical Computing I 2 X X
AST532 Statistical Computing II 2 X X
AST533 Statistical Computing III 2 X X
AST540 Oral 2 X X
AST545 Seminar Non-credit X X
AST550 M.S. Project/Internship 3 X –
AST551 M.S. Thesis 6 – X

Total 16 19
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Table 2.7: List of Elective Courses for Groups A and B

Course ID Course Title Credit

AST510 Advanced Survival Analysis 3
AST511 Environmental and Spatial Statistics 3
AST518 Introduction to Causal Inference 3
AST519 Analysis of Longitudinal Data 3
AST522 Statistical Signal Processing 3
AST523 Meta Analysis 3
AST524 Clinical Trials 3
AST525 Statistical Machine Learning 3
CSE526 Big Data Analytics 3
AST527 Advanced Statistical Machine Learning 3

Students of Groups A and B should select six courses from the list of elective courses

2.4 Sustainable Development Goals (SDGs) and M.S. Pro-
gram in Applied Statistics and Data Science

All United Nations member states adopted the Sustainable Development Goals (SDGs) in 2015
as a universal call for action to end poverty, protect the planet, and ensure that all people
enjoy peace and prosperity by 2030. There are 17 key SDGs, which have been designed to
bring the world to several life-changing ‘zeros’, including zero poverty, hunger, AIDS, and
discrimination against women and girls. In Bangladesh, applied statistics and data science
graduates can potentially contribute to achieving SDGs through the knowledge they acquire
during their future employment. This is because scientific knowledge of statistics is welcome by
all spheres of development issues particularly in policy-making, implementation, monitoring,
and evaluation. Therefore, it is essential to mark the SDGs indicators in the syllabus for M.S.
in Applied Statistics and Data Science so that pertinent course instructor(s) can emphasize
a relevant topic(s) for the sake of better understanding of the issues by the learners.

Generally, SDG-relevant statistics are recorded, updated, monitored, and evaluated as official
statistics by different government organs. Principally, government agencies under different
ministries are in charge of implementing relevant interventions for achieving different SDG
targets, and the Bangladesh Bureau of Statistics (BBS) leads the monitoring of the progress
toward meeting the targets through conducting surveys and/or using official statistics. How-
ever, as an educational institution Institute of Statistical Research and Training (ISRT) can
equip Applied Statistics and Data Science graduates with important statistical and comput-
ing skills so that they can work for the government and non-government agencies and help to
achieve and monitor the SDGs in future.

Applied Statistics graduates have already achieved skills to compute and analyze data for
monitoring and evaluating SDG indicators from different courses of the B.S. Honors in Ap-
plied Statistics program. In addition to those, the M.S. in Applied Statistics and Data Science
program has been designed to equip students with skills on more advanced statistical meth-
ods covering topics related to small area estimation and area mapping (AST511), panel or
longitudinal data analysis (AST519), causal inference (AST518), statistical signal processing
(AST522), statistical machine learning for predictive modeling (AST525), and big data ana-
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Table 2.8: Connections between SDGs and Courses of M.S. Program in Applied Statistics
and Data Science

SDGs Keywords Relevant Courses

SDG 1: End poverty in all its forms ev-
erywhere

measuring poverty, zero poverty,
poverty line, extreme poverty

511, 518, 550

SDG 2: End hunger, achieve food secu-
rity and improved nutrition and promote
sustainable agriculture

prevalence of malnutrition among
under-five children

501, 511, 519, 550

SDG 3: Ensure healthy lives and pro-
mote well-being for all at all ages

reduce neonatal mortality, under-five
mortality, maternal mortality, death
rate

501, 511, 518,
519, 524, 550

SDG 4: Ensure inclusive and equitable
quality education and promote lifelong
learning opportunities for all ages

enrollment and dropout rate, partici-
pation rate in formal and non-formal
education, rate of ICT learning

511, 518, 525, 526

SDG 5: Achieve gender equality and em-
power all women and girls

women empowerment, domestic vio-
lence, teen marriage

550, 551

SDG 6: Ensure availability and sustain-
able management of water and sanitation
for all

access to safe drinking water, im-
proved sanitation, hygiene practice

501, 511, 518, 519

SDG 7: Ensure access to affordable, reli-
able, sustainable and modern energy for
all

access to electricity, population with
primary reliance on clean fuels and
technology

501, 519, 525, 526

SDG 8: Promote sustained, inclusive,
and sustainable economic growth, full
and productive employment and decent
work for all

GDP, unemployment rate, child
labour

511, 550, 551

SDG 10: Reduce inequality within and
among countries

income inequality, poverty line, map-
ping poverty

519, 550, 551

SDG 13: Take urgent action to combat
climate change and its impacts

climate change, natural disaster 501, 511, 525, 526

lytics (CSE526). Besides these, Bayesian methods (AST501) are also useful for students to
develop skills for estimating statistical models in some complex data conditions. In addition,
students prepare MS projects or thesis reports (AST550) on topics related to SDG indicators.
All computing modules taught in MS Applied Statistics and Data Science namely CSE530
and AST531-533 have been designed to acquire advanced statistical data analysis skills.

The detailed connectivity among SDG indicators and Applied Statistics and Data Science
courses have been portrayed in Table 1. Course instructors of M.S. in Applied Statistics and
Data Science are recommended to point to the key words (Table 1) picked up from SDG
in their teaching module(s) wherever appropriate and emphasize relevant tools for teaching
the techniques to estimate, test, and evaluate the SDG indicators thereby complying with
national goals in line with the targets set in SDGs.

Overall, the M.S. in Applied Statistics and Data Science program is designed to produce
graduates who will be able to provide advanced analysis of SDG data that will help to identify
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the bottlenecks of achieving SDGs and guide the policymakers towards forming novel policies
for accelerating the progress in achieving SDG targets, subject to the employment of Applied
Statistics graduates in the pertinent government organs, and development organizations in
Bangladesh.
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3 Detailed Syllabus

AST501: Bayesian Statistics Credit 3

Course Description

This course describes Bayesian methods, in which the knowledge about the parameters or
hypotheses continually modified as new data becomes available. The flexibility and generality
of these methods allow them to address complex real-life problems that are not amenable to
other techniques. This course will provide a pragmatic introduction to Bayesian data analysis
and its powerful applications.

Course Objectives

The objectives of the course are to acquire basic understanding in the principles and techniques
of Bayesian data analysis and apply the Bayesian methodologies for Bayesian computation,
visualization, and analysis of data to solve real-life problems.

Learning Outcomes

After completion of the course, students are expected to

CLO1 understand the concept of the Bayesian statistical methods

CLO2 know in detail about the formulation and derivation of prior and posterior distri-
butions

CLO3 understand the methods of estimation of the model using Bayesian statistical meth-
ods

CLO4 develop skills to apply the Bayesian methods to analyze data and interpret and
compare results with the frequentist approach.

Program Learning Outcomes (PLOs)

CLOs PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7

CLO1 3 2 2 1 2

CLO2 2 2 1 2 1

CLO3 2 2 3 2 2

CLO4 2 2 3 2 2 2
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Contents

Bayesian thinking: background, benefits and implementations; Bayes theorem, components
of Bayes theorem - likelihood, prior and posterior; informative and non-informative priors;
proper and improper priors; discrete priors; conjugate priors; semi-conjugate priors; exponen-
tial families and conjugate priors; credible interval; Bayesian hypothesis testing; building a
predictive model.

Bayesian inference and prediction: single parameter models - binomial model, Poisson model,
normal with known variance, normal with known mean; multi-parameter models - concepts
of nuisance parameters, normal model with a non-informative, conjugate, and semi-conjugate
priors, multinomial model with Dirichlet prior, multivariate normal model; posterior inference
for arbitrary functions; methods of prior specification; method of evaluating Bayes estimator.

Summarizing posterior distributions: introduction; approximate methods: numerical inte-
gration method, Bayesian central limit theorem; simulation method: direct sampling and
rejection sampling, importance sampling; Markov Chain Monte Carlo (MCMC) methods -
Gibbs sampler, general properties of the Gibbs sampler, Metropolis algorithm, Metropolis-
Hastings (MH) sampling, relationship between Gibbs and MH sampling, MCMC diagnostics
- assessing convergence, acceptance rates of the MH algorithm, autocorrelation; evaluating
fitted model - sampling from predictive distributions, posterior predictive model checking.

Linear model: introduction, classical and Bayesian inference and prediction in the linear mod-
els, hierarchical linear models - Bayesian inference and prediction, empirical Bayes estimation;
generalized linear model - Bayesian inference and prediction (logit model, probit model, count
data model); model selection - Bayesian model comparison.

Nonparametric and Semiparametric Bayesian models.

Textbooks

1. Hoff PD (2009). A First Course in Bayesian Statistical Methods. Springer.

Reference Books

1. Gelman A, Carlin JB and Stern HS, Dunson DB, Vehtari A, and Rubin DB (2013).
Bayesian Data Analysis, 3rd edition. Chapman and Hall.

2. Gill J (2007). Bayesian Methods: A Social and Behavioral Sciences Approach, 2nd
edition. Chapman and Hall.

AST511: Environmental and Spatial Statistics Credit 3

Course Description

The main objectives of this course is to acquaint students with the methodologies associated
with the advanced sampling techniques. This course introduces advanced sampling methods
used in sample survey. It covers sampling of unequal clusters, two-stage sampling, multistage
sampling, methods for estimating variance in complex surveys, and non-sampling errors.
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Course Objectives

Technology is indispensable for modern life, and its advances in different aspects of our life
made several things possible. Now a days data have been collected along with extensive
additional information. Spatial data is one of such examples. In recent years, analysis of
spatial data receives great attention over the world. As a result, several theories have been
developed for different types of spatial data analysis. This course is designed to introduce
the graduate student with few of such theories so that they can develop their skill in spatial
data analysis. To comprehend this course, students need a sound knowledge of Mathematical
statistics, particularly the concepts of stochastic process. It is expected that the student will
be able to analyze different spatial data from diverse fields after successful completion of the
course.

Learning Outcomes

Upon completion of the course, students are expected to be able to

CLO1 understand the concept of various spatial statistical methods to analyze and inter-
pret spatial data effectively.

CLO2 understand theory of the underlying processes that generate spatial patterns, in-
cluding point processes, lattice processes, and geostatistical processes.

CLO3 design and conduct spatial studies. Develop and validate spatial models to address
real-world problems, utilizing appropriate statistical techniques.

CLO4 proficiently use R to perform different kinds of spatial data analysis and visualiza-
tion.

CLO5 effectively communicate spatial statistical findings to diverse stake holders in many
sectors.

Program Learning Outcomes (PLOs)

CLOs PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7

CLO1 3 2 2 3 3

CLO2 2 1 3 3 2

CLO3 1 2 3 1 2

CLO4 1 2 3 3

CLO5 1 1 3 2 2 3

Contents

Review of non-spatial statistics and stochastic process, overview of different types of spatial
data; random field and spatial process - geostatistical/point reference process, areal/lattice
process and point process; spatial data concern.

Geostatistical data: real data examples, measure of spatial dependence- variogram and co-
variance, stationarity and isotropic, variograms and covariance functions, fitting the vari-
ograms functions; Kriging, linear geostatistical model - formulation, simulation, estimation
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and prediction, generalized linear geostatistical model - formulation, simulations, estimation
and prediction. Areal data: neighborhoods, testing for spatial association, autoregressive
models (CAR, SAR), estimation/inference; grids and image analysis, disease mapping. Point
pattern data: locations of events versus counts of events, types of spatial patterns, CSR and
tests - quadrat and nearest neighbor methods, K-functions and L-functions, point process
models- estimation and inference, health event clustering.

Special topics in spatial modeling: Hierarchical models, Bayesian methods for spatial statis-
tics, Bayesian disease mapping, Spatio-temporal modeling, more on stationarity. Use of R
and GIS software to give emphasis on analysis of real data from the environmental, geological
and agricultural sciences.

Textbooks

1. Cressie N (1993). Statistics for Spatial Data, Revised edition. Wiley.

2. Banerjee S, Carlin BP, and Gelfand AE (2014). Hierarchical Modelling and Analysis
for Spatial Data, 2nd edition. Chapman and Hall.

Reference Books

1. Cressie N and Wikle CK (2011). Statistics for Spatio-Temporal Data. Wiley.

2. Illian J, Penttine A, Stoyan H and Stoyan D (2008). Statistical Analysis and Modelling
of Spatial Point Patterns. Wiley.

AST518: Introduction to Causal Inference Credit 3

Course Description

The course provides an introduction to causal inference with a cohesive presentation of con-
cepts of, and methods for, causal inference.

Couse Objectives

The aim of the course is to facilitate students to define causation in biomedical research,
describe methods to make causal inferences in epidemiology and health services research, and
demonstrate the practical application of these methods.

Learning Outcomes

Upon completion of the course, students are expected to

CLO1 be familiar with the concepts of causality and counterfactuals

CLO2 learn different methods for estimating causual effects in the context of biomedical
and social research

CLO3 apply the methods to data obtained from observational studies

CLO4 be able to interpret different types causal effect estimates to policymakers
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Program Learning Outcomes (PLOs)

CLOs PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7

CLO1 3 3

CLO2 3 3 1 1 1

CLO3 3 2 3 3 1 1

CLO4 3 3 3 1

Contents

Causal effects: individual causal effects, average causal effects, causation versus association.

Randomized experiments: randomization, conditional randomization, standardization, and
inverse probability weighting.

Observational studies: identifiability conditions, exchangeability, positivity, and consistency.

Effect modification: stratification, matching, and adjustment methods.

Interaction: identifying interaction, counterfactual response type and interaction.

Directed acyclic graphs (DAGs): complete and incomplete DAGs, statistical DAGs, DAGs
and models, paths, chains and forks, colliders, d-seperation.

Unconfounded treatment assignment: balancing scores and the propensity score; Estimating
propensity scores: selecting covariates and interactions, constructing propensity score strata,
assessing balance conditional on estimated propensity score; Assessing overlap in covariate
distributions; Matching to improve balance in covariate distributions: selecting subsample
of controls to improve balance, theoretical properties of matching procedures; Subclassifica-
tion on propensity scores: weighting estimators and subclassification; Matching estimators:
matching estimators of ATE; A general method for estimating sampling variances for standard
estimators for average causal effects.

Longitudinal causal inference: g-formula and marginal structural models.

Mediation analysis: traditional approaches (direct and indirect effects), counterfactual def-
initions of direct and indirect effects, regression for causal mediation analysis, sensitivity
analysis.

Textbooks

1. Hernan MA and Robins JM (2019). Causal inference. Boca Raton: Chapman &
Hall/CRC.

2. Imbens GW and Rubin DB (2015). Causal inference for statistics, social, and biomedical
sciences: An introduction. Cambridge University Press.

Reference Books

1. Morgan SL and Winship C (2014). Counterfactuals and Causal Inference: Methods and
Principles for Social Research. Cambridge.

2. VanderWeele T (2015). Explanation in Causal Inference: Methods for Mediation and
Interaction. Oxford.
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AST519: Analysis of Longitudinal Data Credit 3

Course Description

Longitudinal and clustered data arise in diverse areas of research which presents substantial
challenge in analyzing such data. This course covers topics related to statistical methods
and models, such as population average model and mixed effect models, for drawing scientific
inferences from longitudinal and clustered data. This course also covers topic related to
methods for anayzing misisng data.

Course Objectives

The objectives of the course are to make students familiar with the unique features of and the
methodological implication of analyzing the longitudinal and clustered data and to develop
skills to formulate and estimate models for analyzing such data and interpret the findings to
different stakeholders.

Course Learning Outcomes (CLOs)

After completion of the course, students are expected to

CLO1 understand the nature of longitudinal and clustered data and basic concept of the
methods for analyzing these data

CLO2 understand a range of different methods and models for analyzing longitudinal and
clustered data

CLO3 know about the pattern of missing data and different methods for handling missing
or dropout

CLO4 develop skills to apply the methods for analyzing such data in practice and interpret
the findings

CLO5 demonstrate skill to develop and estimate models for a longitudinal or clustered
data set with or without missing observation and explain the findings to different
stakeholders in many sectors

Program Learning Outcomes (PLOs)

CLOs PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7

CLO1 3 2 1 1 1

CLO2 2 3 2 2 1

CLO3 2 3 2 2 1

CLO4 2 2 3 3 2 2 1

CLO5 1 2 2 3 2 2 2

Contents

Longitudinal data: Concepts, examples, objectives of analysis, problems related to one sample
and multiple samples, sources of correlation in longitudinal data, exploring longitudinal data.

21



Linear model for longitudinal data: Introduction, notation and distributional assumptions,
simple descriptive methods of analysis, modelling the mean, modelling the covariance, esti-
mation and statistical inference.

ANOVA for longitudinal data: Fundamental model, one sample model, sphericity condition;
multiple samples models.

Linear mixed effects models: Introduction, random effects covariance structure, prediction of
random effects, residual analysis and diagnostics.

Extension of GLM for longitudinal data: Review of univariate generalized linear models, quasi-
likelihood, marginal models, random effects models, transition models, comparison between
these approaches; the GEE methods: methodology, hypothesis tests using wald statistics,
assessing model adequacy; GEE1 and GEE2.

Introduction to the concept of conditional models, joint models, their applications to bivariate
binary and count data. Estimation, inference and test of independence.

Generalized Linear Mixed Models (GLMM): Introduction, estimation procedures–Laplace
transformation, penalized quasi-likelihood (PQL), marginal quasi-likelihood (MQL).

Numerical integration: Gaussian quadrature, adaptive gaussian quadrature, Monte Carlo
integration; markov chain Monte Carlo sampling; comparison between these methods.

Statistical analysis with missing data: Missing data, missing data pattern, missing data mech-
anism, imputation procedures, mean imputation, hot deck imputation. estimation of sampling
variance in the presence of non-response, likelihood based estimation and tests for both com-
plete and incomplete cases, regression models with missing covariate values, applications for
longitudinal data.

Textbooks

1. Verbeke G and Molenberghs G (2000). Linear Mixed Model for Longitudinal Data.
Springer.

2. Molenberghs G and Verbeke G (2005). Models for Discrete Longitudinal Data. New
York: Springer-Verlag.

Reference Books

1. Islam MA and Chowdhury RI (2017). Analysis of Repeated Measures Data. Springer.

2. Diggle PJ, Heagerty P, Liang K-Y, and Zeger SL (2002). Analysis of Longitudinal Data,
2nd edition. Oxford.

3. Fitzmaurice GM, Laird NM, and Ware JH (2011). Applied Longitudinal Analysis, 2nd
eedition. Wiley.

AST522: Statistical Signal Processing Credit 3

Course Description

Much of the information around us can be described as signals. Statistical signal processing
uses stochastic processes, statistical inference and mathematical techniques to describe, trans-
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form, and analyze signals in order to extract information from them. This course introduces
basic concepts in signal processing and familiarizes students with the statistical methods used
to solve real life problems in the field.

Course Objectives

The objective of this course is to provide graduate students in statistics an overview of different
types of signals, their representations and the use of statistical methods, such as estimation
and hypothesis testing, to extract information from signals. It introduces students to real life
applications of statistics in signal processing thus motivating research in this field.

Learning Outcomes

After completion of the course, students are expected to

CLO1 learn basic concepts of signals, signal properties and their representations in time
and frequency domains

CLO2 apply well-known statistical estimation techniques to estimate signal parameters
from noisy signal measurements

CLO3 use statistical decision theory to detect signals corrupted by Gaussian noise and
assess performance of these methods

CLO4 solve real life problems arising in signal processing and communication using sta-
tistical techniques and effectively present the results

CLO5 demonstrate skills in computer programming for analyzing 1D and 2D signals using
signal processing tools

Program Learning Outcomes (PLOs)

CLOs PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7

CLO1

CLO2 3 2 3 2

CLO3 3 2 3 2

CLO4 3 2 3 3

CLO5 3 1

Contents

Introduction to signals: Signals and their classification; real world analog signals: audio, video,
biomedical (EEG, ECG, MRI, PET, CT, US), SAR, microarray, etc; digital representation
of analog signals; role of transformation in signal processing. Orthogonal representation of
signals. Review of exponential Fourier series and its properties.

Signal estimation theory: Estimation of signal parameters using ML, EM algorithm, minimum
variance unbiased estimators (Rao-Blackwell theorem, CRLB, BLUE), Bayesian estimators
(MAP, MMSE, MAE), linear Bayesian estimators.

Signal detection theory: Detection of DC signals in Gaussian noise: detection criteria (Bayes
risk, Probability of error, Neyman-Pearson), LRT; detection of known signals in Gaussian
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noise: matched filter and its performance, minimum distance receiver; detection of random
signals in Gaussian noise: the estimator correlator.

Applications: Scalar quantization, image compression, pattern recognition, histogram equal-
ization, segmentation, application of signal estimation and detection theory to signal commu-
nication, signal recovery from various types of linear and nonlinear degradations, copyright
protection, enhancement, etc.

Textbooks

1. Kay SM (1993). Fundamentals of Statistical Signal Processing: Estimation Theory.
Prentice Hall.

2. Kay SM (1998). Fundamentals of Statistical Signal Processing: Detection Theory. Pren-
tice Hall.

3. Gonzales RC and Woods RE (2017). Digital Image Processing. 4 th edition, Pearson.

Reference Books

1. Gonzalez RC and Woods RE (2008). Digital Image Processing, 3rd edition. Pearson
Education, Inc.

2. Rahman SMM, Howlader T and Hatzinakos D (2019). Orthogonal Image Moments for
Human-Centric Visual Pattern Recognition. Springer.

3. Soliman SS and Mandyam DS (1998). Continuous and Discrete Signals and Systems,
2nd edition. Prentice-Hall.

AST525: Statistical Machine Learning Credit 3

Course Description

The course provides a broad but thorough introduction to the methods and practice of basic
statistical machine learning and its core methods, models, and algorithms. This course is
about providing students of applied statistics and data science with detailed knowledge of
how the basic Machine Learning methods work and how statistical models can be brought to
bear in computer systems not only to analyze large, high-dimensional, and big data sets but
also to let computers perform tasks, that traditional methods of computer science are unable
to address.

Course Objectives

After completing the course students will be familiar with the concept of Artificial Intelligence,
Big Data, and their areas. describe several models for supervised and unsupervised machine
learning and regularized modeling techniques, assess the strengths and weaknesses of each of
these models, know the underlying mathematical relationships within and across statistical
learning algorithms, develop and implement optimization methods for training of statistical
models, design decision and optimal control problems to improve the performance of statistical
learning algorithms, design and implement various statistical machine learning algorithms
in real-world applications, evaluate the performance of various statistical machine learning
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algorithms, demonstrate a working knowledge of dimension reduction techniques. identify
and implement advanced computational methods in machine learning.

Learning Outcomes

After completion of the course, students are expected to

CLO1 gain understanding of artificial intelligence, machine learning, big data, and their
application areas.

CLO2 be able to identify and describe several models for supervised and unsupervised
machine learning, including regularized modeling techniques.

CLO3 develop skills to analyze, interpret, and predict data using various machine-learning
methods, with a particular focus on several resampling-based techniques.

CLO4 understand and explain the underlying mathematical relationships within and
across statistical learning algorithms and to design and implement those algorithms
for real-world applications.

CLO5 develop the ability to conduct comprehensive data analyses for high-dimensional
data, including fitting, diagnosing, and validating various machine learning models,
to address real-world data challenges effectively.

Program Learning Outcomes (PLOs)

CLOs PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7

CLO1 3 2 3 2 2

CLO2 3 3 2 3 2

CLO3 2 3 2 2 1 2 1

CLO4 2 3 2 1

CLO5 2 2 2 2 1 1 1

Contents

Statistical learning: Statistical learning and regression, curse of dimensionality and parametric
models, assessing model accuracy and bias-variance trade-off, classification problems and K-
nearest neighbors.

Linear regression: Model selection and qualitative predictors, interactions and nonlinearity.

Classification: Introduction to classification, logistic regression and maximum likelihood, mul-
tivariate logistic regression and confounding, case-control sampling and multiclass logistic
regressionl, linear discriminant analysis and Bayes theorem, univariate linear discriminant
analysis, multivariate linear discriminant analysis and ROC curves, quadratic discriminant
analysis and naive bayes.

Resampling methods: Estimating prediction error and validation set approach, k-fold cross-
validation, cross-validation- the right and wrong ways, the bootstrap, more on the bootstrap.

Linear model selection and regularization: Linear model selection and best subset selection,
forward stepwise selection, backward stepwise selection, estimating test error using mallow’s
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Cp, AIC, BIC, adjusted R-squared, estimating test error using cross-validation, shrinkage
methods and ridge regression, the Lasso, the elastic net, tuning parameter selection for ridge
regression and lasso, dimension reduction, principal components regression and partial least
squares.

Moving beyond linearity: Polynomial regression and step functions, piecewise polynomials
and splines, smoothing splines, local regression and generalized additive models.

Tree-based methods: Decision trees, pruning a decision tree, classification trees and compar-
ison with linear models, bootstrap aggregation (Bagging) and random forests, boosting and
variable importance.

Support vector machines: Maximal margin classifier, support vector classifier, kernels and
support vector machines, example and comparison with logistic regression.

Text Books

1. James G, Witten D, Hastie T and Tibshirani R (2013). An Introduction to Statistical
Learning: with Applications in R, 1st edition. Springer.

2. Hastie T, Tibshirani R and Friedman J (2009). The Elements of Statistical Learning:
Data Mining, Inference and Prediction, 2nd edition. Springer.

Reference Books

1. Masashi Sugiyama (2016). Introduction to Statistical Machine Learning. Elsevier Inc.

CSE526: Big Data Analytics Credit 3

Course Description

This course is designed to introduce key computational concepts, tools and techniques for cu-
rating, managing, and analyzing data of large volume, various types and different frequencies.
This course assumes basic exposure to the concepts of artificial intelligence, machine learning
algorithms, deep learning and computer programming.

Course Objectives

The principal aim of this course is to introduce Big Data and its characteristics and challenges
to students, and to teach them appropriate tools for managing and analyzing such large-scale
data. Further objectives include helping students understand applications of Big Data in
different fields and also ethical issues related to Big Data.

Learning Outcomes

After completion of the course, students are expected to

CLO1 understand and describe the characteristics and challenges of Big Data.

CLO2 identify and utilize appropriate tools for managing large-scale data.

CLO3 understand and explain the underlying mathematical relationships within and
across artificial intelligence tools and to design and implement those tools for real-
world applications.
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CLO4 develop computational skills for analyzing data of large volume, various types, and
different frequencies.

CLO5 recognize and evaluate ethical issues related to the use of Big Data.

Program Learning Outcomes (PLOs)

CLOs PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7

CLO1 2 3 3 3 2

CLO2 2 2 2 3 2

CLO3 3 3 1 2 2 2 1

CLO4 2 2 3 3 1

CLO4 1 1 1 1 1 1 3

Contents

Introduction to Big Data: definition, characteristics and applications of Big Data in various
fields.

Data pre-processing: data collection and extraction – scraping data, data cleaning- handling
missing values, noisy data and outliers; redundancy and correlation analysis, tuple duplication,
conflict detection and resolution. Structured and unstructured data and databases - relational
and NoSQL databases. Data reduction– overview, Wavelet transformation‘, Attribute Subset
Selection, Data Cube Aggregation; Data Transformation and Discretization.

Introduction to Big Data Analytics: techniques to address data analysis issues related to
data volume (Scalable and Distributed analysis), data velocity (High-Speed Data Streams),
Data Variety (Complex, Heterogeneous, or Unstructured data), and Data Veracity (Data
Uncertainty).

Database management essentials for Big Data organization and manipulation: Introduction
to data organization (lists, queues, priority queues, trees, graphs, hash). Basic graph models
and algorithms for searching, shortest path algorithms, flow networks, matching. Processing
and streaming Big Data, introduction to data architecture software including MapReduce,
Hadoop distributed file system, Spark, Terradata, and how these tools work.

Data Analysis and Visualization Techniques: Descriptive statistics, probabilistic modeling of
Big Data (e.g., graphical models, latent variable models, hidden Markov models.) Bayesian
Inference (e.g., variational inference, expectation propagation, sampling.) Bayesian Machine
Learning (e.g., Bayesian linear regression). Fundamentals of data visualization, Infographics,
layered grammar of graphics. Introduction to Modern, mosaic plots, parallel coordinate plots,
introduction to GGobi data visualization system, linked plots, brushing, dynamic graphics,
model visualization.

Big Data Ethics and Privacy: Ethical considerations in data collection and analysis, privacy
and security concerns in Big Data, legal and regulatory frameworks for Big Data.
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Textbooks

1. Balusamy B, Nandhini AR, Kadry S, and Gandomi AH (2021). Big Data: Concepts,
Technology, and Architecture. Wiley.

Reference Books

1. Li K-C, Jiang H, Yang LT, and Cuzzocrea A (2015). Big Data: Algorithms, Analytics,
and Applications. Chapman & Hall/CRC.

2. Erl T, Khattak W, and Buhler P (2016). Big Data Fundamentals: Concepts, Drivers &
Techniques. The Prentice Hall.

CSE530: Python for Data Science Credit 2

Course Description

Python has become one of the most popular programming languages for data science due
to its simplicity, versatility, and robust data analysis and machine learning capabilities. As
organizations continue to digitize and generate increasingly large amounts of data, open-
source tools like Python can enable data manipulation and exploration, machine learning,
and statistical analysis in a scalable manner. This course provides a gentle introduction to
programming in Python and its applications in data science and analytics.

Course Objectives

To give students a working knowledge of Python programming. To teach programming fun-
damentals, basic data structures, writing functions, and importing and exporting data in
different formats. To cover data manipulation and data visualization using Python. To pre-
pare students for more advanced courses in data science and machine learning.

Learning Outcomes

Upon completion of CSE-530, students will be able to

CLO1 understand the fundamentals of Python programming, including basic syntax, data
types,control structures, and functions

CLO2 perform data analysis using ‘NumPy‘ and ‘pandas‘, including data manipulation
and exploratory data analysis

CLO3 create effective data visualizations using matplotlib and seaborn

CLO4 produce dynamic statistical reports using interpreting and documenting visualiza-
tions and analyses of real-world problems
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Program Learning Outcomes (PLOs)

CLOs PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7

CLO1 3 1 2

CLO2 2 3 3

CLO3 3 3 3

CLO4 2 3 3

Contents

Fundamentals of Python: Installing Python and Jupyter Notebook; the basic syntax of a
Python program, Python data types; expressions and variables; lists, tuples, sets, and dictio-
naries; writing conditions, loops, and functions.

Data analysis with NumPy and pandas: installing NumPy and pandas, NumPy arrays; in-
dexing, slicing, and iterating NumPy arrays; arithmetic and matrix operations with NumPy;
pandas objects– DataFrame, Series, and Index; data indexing and selection; handling missing
data; combining and joining datasets, aggregation and grouping, exploratory data analysis.

Data visualization with matplotlib and seaborn: Bar plots, histograms, density plots. box
plots and scatterplots.

Hypothesis testing with scipy: z-tests, t-tests, χ2-tests, analysis of variance (ANOVA).

Statistical Modeling with statsmodels: Linear regression, logistic regression, generalized linear
models.

Textbooks

1. McKinney W. (2022). Python for data analysis: Data wrangling with Pandas, NumPy,
and Jupyter, 3rd edition. O’Reilly.

2. VanderPlas J. (2016). Python data science handbook: Essential tools for working with
data. O’Reilly.

Reference Books

1. Grus, J. (2019). Data science from scratch: First principles with python. O’Reilly.

AST531: Statistical Computing I Credit 2

Course Description

This course focuses on the application of Bayesian statistics, geostatistical, and spatio-temporal
models in real-life situations. This course covers hands-on training on statistical software for
Bayesian computations, fitting spatio-temporal models, and interpreting the results.
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Course Objectives

The objectives of the courses are to make students familiar with the application of the meth-
ods related to Bayesian statistics and geo-statistical models to data from diverse areas, pro-
vide hands-on training on statistical software for Bayesian computations, and fitting spatio-
temporal models and interpret the results among different stakeholders.

Learning Outcomes

Upon completion of the course, students are expected to

CLO1 understand how to apply Bayesian models and spatial models to real-life data

CLO2 develop computation skills in using statistical software such as R or Python to fit
various Bayesian models to real-life data

CLO3 develop skills in using statistical software such as R or Python to fit various geo-
statistical models to real-life data and interpret them.

CLO4 discusse the application of Bayesian and geostatistical models among the stake-
holders to solve real-life problems

CLO5 develop competent skills in using Bayesian methods and geostatistical models to
solve real-life problems and write a report.

Program Learning Outcomes (PLOs)

CLOs PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7

CLO1 2 3 2 1 2

CLO2 2 2 3 2 2

CLO3 2 2 3 2 2

CLO4 1 2 2 3 2 2 1

CLO5 1 2 2 3 2 2 2

Contents

Computing problems related to AST501: Bayesian Statistics and AST511: Environmental
and Spatial Statistics.

AST532: Statistical Computing II Credit 2

Course Description

The course focuses on applications related to longitudinal data and causal inference.

Course Objectives

The course intends to train students with modern tools of analysing longitudinal data and
making causal conclusion from real life data and small area estimation techniques.

30



Learning Outcomes

At the end of the course students will achieve skills on

CLO1 how to use statistical software and packages to analyse correlated data

CLO2 to fit models and interpret the results

CLO3 to compare and identify the appropriate models required for the data

CLO4 to analyse data for estimating different causal estimands using observational data

CLO5 to write report with statistical results for scientific publications.

Program Learning Outcomes (PLOs)

CLOs PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7

CLO1 2

CLO2 2 1 2 3

CLO3 1 1 2 3 2

CLO4 1 1 2 3 2

CLO5 3 3 3

Contents

Computing problems related to AST518: Introduction to Causal Inference and AST519: Anal-
ysis of Longitudinal Data.

AST533: Statistical Computing III Credit 2

Course Description

The course focuses on applications related to machine learning, big data analytics, and sta-
tistical signal processing in various domains.

Course Objectives

After completing the course, students will be familiar with handling any computation related
to big data analytics and advanced statistical Machine Learning techniques using R or Python
software; with different machine learning and deep learning techniques including classification
trees, CART, regularized regression models for high-dimensional data, spline, gam, ensembled
methods-bagging, boosting, random forest, SVM, neural network; implementation of skills of
machine learning tools to any raw datasets. In addition, students will learn to use MATLAB
or Python for performing signal sampling, quantization, denoising of signals, estimation of
parameters from noisy signals, etc.

Learning Outcomes

After completion of the course, students are expected to
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CLO1 develop computational skills for processing 1D and 2D signals as well as analyzing
high-dimensional data along with Big Data found in various fields.

CLO2 understand and describe the characteristics and computational challenges of high-
dimensional and Big Data.

CLO3 identify and utilize appropriate computation tools including their underlying meth-
ods for real-world applications.

CLO4 recognize and evaluate ethical issues related to Big Data analytics.

Program Learning Outcomes (PLOs)

CLOs PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7

CLO1 1 1 3 3 2 1

CLO2 1 1 3 3 2 1

CLO3 1 1 3 3 2 1 1

CLO4 1 1 1 3

Contents

Computing problems related to AST522: Statistical Signal Processing, AST525: Statistical
Machine Learning and AST526: Big Data Analytics.

AST540: Oral Credit 2

Each student (Group A and Group B) must be examined orally by a committee of selected
members at the end of the academic year.

AST545: Seminar Non-credit

Assessment of the non-credit seminar course will be either “Satisfactory” or “Non-satisfactory”.
To get a ”Satisfactory” grade, each student needs to attend at least 70% of the seminars or-
ganised by the institute during the academic year.

AST550: M.S. Project/Internship Credit 3

Each student should be either in the project report group or in the internship group that
the student will decide after discussing with the respective assigned supervisor. Students
must submit their project report or internship report within two months of completing the
final examination. The internal members of the examination committee will evaluate the
performance of the students in the seminars and the project report or internship report will
be evaluated by two examiners nominated by the examination committee. The supervisor
cannot evaluate the project or internship report that s/he has supervised. For this course,
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50% weight of the course will be allotted to report, 10% weight for supervisor, and the
remaining 40% weight will be for a seminar presentation.

AST551: M.S. Thesis Credit 6

After three months of the start, each student of Group B will submit and present a short
thesis proposal (length 3-5 A4 pages excluding references, 1.5 line spacing). The proposal
will be evaluated by the internal members of the examination committee. Written evaluation
on the proposal will be provided to the students explaining the possible improvement and in
case of “Not satisfactory” proposals, the reasons for “Not satisfactory” performance will be
stated in the written evaluation. In case of “Not satisfactory” performance the examination
committee may give the student a second opportunity for proposal presentation. Students
with “Not-Satisfactory” performance will be transferred to the Group A. The final submission
of the thesis will be required within 4 months of the completion of final exam. Thesis will
be examined by two external (outside the institute) examiners. Should it be required, the
examination committee may consider one internal and one external examiner. Submitted
thesis has to be defended at a presentation evaluated by the members of the examination
committee. Forty percent (40%) weight will be allotted for thesis defense and remaining 60%
weight for thesis itself.
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